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Abstract— The representation of goals and the ability to reason [7]) or procedures (such as in 3APL [8]) and intentions are
about them play an important role in goal-oriented requirements  executing plans. Therefore the deliberation process arashsie
analysis and modelling techniques, especially in agentiented  o4g reasoning are not well separated, as being committed to

software engineering. Moreover goals are more useful and able intenti ds) is th m wecutin lan (mean
abstractions than others (e.g. user stories) in the analysiand an intention (ends) is the same as executing a plan (means).

design of software applications. Thus, the PRACTIONIST frane- Moreover, some available BDI agent platforms do not
work supports a goal-oriented approach for developing agen support the explicit representation and implementatiogoails
systems according to the Belief-Desire-Intention (BDI) mdel. or desires with their properties and relations, but they wéth

In this paper we describe the goal model of PRACTIONIST e in a procedural and event-based fashion. As a result,
agents, in terms of the general structure and the relations mong

goals. Furthermore we show how PRACTIONIST agents use while such an eXp”_Cit representationlof goals prQViqe uisef
their goal model to reason about goals during their delibersion ~and stable abstractions when analysing and designing -agent
process and means-ends reasoning as well as while perforrgin based systems, there is a gap between the products of those
their activities. phases and what development frameworks support.

According to Winikoff et al. [4], "by omitting the declarag
aspect of goals the ability to reason about goals is lost"aiWh

With the increasing management complexity and maiis actually lost is the ability t&knowif goals are impossible,
tenance cost of advanced information systems, attentionachieved, incompatible with other goals, and so forth. Titnis
recent years has fallen on self-* systems and particulamly eurn can support theommitment strategiesf agents and their
the autonomic computing approach and autonomic systemsalbsility to autonomously drop, reconsider, replace or parsu
[1] authors argue that adopting a design approach that stgppgoals.
the definition of a space of possible behaviours related&o th However, some other BDI agent platforms deal with declar-
same function is one of the ways to make a system autonomnztive goals. Indeed, in JADEX goals are explicitly represdn
Then the system should be able to select at runtime the bastording to a generic model, enabling the agents to handle
behaviour on the basis of the current situation. Goals can their lifecycle and reasoning about them [9]. Nevertheldss
used as an abstraction to model the functions around whiglodel defined in JADEX does not deal with relations among
the systems can autonomously select the proper behaviougoals.

In this view, the explicit representation of goals and the The PRACTIONIST framework [10] adopts a goal-oriented
ability to reason about them play an important role in severapproach to develop BDI agents and stresses the separation
requirements analysis and modelling techniques, especiddetween the deliberation process and the means-ends feason
when adopting the agent-oriented paradigm. ing, with the abstraction of goal used to formally define both

In this area, one of the most popular and successful agelesires and intentions during the deliberation phase.elade
models is the BDI [2], which derives from the philosophicalh PRACTIONIST a goal is considered as an analysis, design,
tradition of practical reasoning first developed by Bratrfin and implementation abstraction compliant to the semantics
It states that agents decide, moment by moment, which actiaescribed in this paper. In other words, PRACTIONIST agents
to perform in order to pursue their goals. Practical reagpnican be programmed in terms of goals, which then will be
involves a deliberation process, to decide what statesfafsif related to either desires or intentions according to whrethe
to achieve, and a means-ends reasoning, to decide howstémne specific conditions are satisfied or not.
achieve them. After a brief overview of the general structure of PRAC-

Nevertheless there is a gap between BDI theories amtONIST agents and their execution model (section Il), this
several implementation [4]. Indeed, most of existing BDéiailg paper addresses the definition of the goal model (sectidn Il
platforms (e.g. JACK [5], JAM [6]) generally use goals irefe We also describe how PRACTIONIST agents are able to
of desires. Moreover, the actual implementations of mentaason about available goals according to their goal model,
states differ somewhat from their original semantics: m@ssi current beliefs, desires, and intentions (see section AY).

(or goals) are treated as event types (such as in Agent3pealaforementioned issues and the proposed model are fullyeimpl

I. INTRODUCTION



mented in the PRACTIONIST framework and available wheandertake in order to pursue its intentions, or to handle
developing applications by using the goal-oriented apgroaincoming perceptions, or to react to changes of its beliefs.
and the concepts described in this paper (section V). inall PRACTIONIST plans have a set of slots that are used
in section VI we present a simple example that illustrates tilby agents during the means-ends reasoning and the actual

definition and the usage of goals and their relations. execution of agent activities. Some of these slots are: the
trigger event, which defines the event (i.e. goals, peroepti
Il. PRACTIONIST AGENTS and belief updating) each plan is supposed to handle; the

The PRACTIONIST framework aims at supporting the prosontext, a set of condition that must hold before the plan can
grammer in developing BDI agents and is built on top of JADBe actually performed; the body, which includes the acts the
[11], a widespread platform that implements the FiRfec- agent performs during the execution of the plan.
ifications. Therefore, our agents are deployed within JADE Several acts are possible within the body, suctiessringto
containers and their main cycle is implemented by means ljing about some states of affairs or to perform some action,

a JADE cyclic behaviour. adding or removingbeliefs, sendingACL messages, and so
A PRACTIONIST agent is a software component endowegarth.
with the following elements: The main cycle of a PRACTIONIST agent is implemented

. aset ofperceptionsand the correspondingerceptorghat within a cyclic behaviour, which consists of the followinggs
listen to some relevant external stimuli; (figure 1): _ o

. a set ofbeliefs representing the information the agent 1) through the perceptors, it searches for stimuli (percep-
has got about both its internal state and the external tions) from the environment and transforms them into
environment; (external)events which in turn are put into th&vent

. a set ofgoalsthe agent wishes or wants to pursue. They  Queug _
represent some states of affairs to bring about or activitie 2) it selects and extracts an event from the queue, according
to perform and will be related to either its desires or {0 @ properEvent Selectiofiogic;

intentions (see below); 3) it handles the selected event through the following
. a set ofgoal relationsthe agent uses during the deliber- means-ends reasonirgocess: (i) the agent figures out
ation process and means-ends reasoning; the practical plans, which are those plans whose trigger
. a set ofplansthat are the means to achieve its intentions; ~ event matches the selected evefipfionsin figure
« a set ofactionsthe agent can perform to act over its 1); (i) among practical plans, the agent detects the
environment; and applicable ones, which are those plan whose context
. a set ofeffectorsthat actually execute the actions. is believed true, and selects one of thema{n plar);

Beliefs, plans, and the execution model are briefly desdribe (1) It builds the intended meanswhich will contain the

in this section, while goals are the subject of this paperazed me:jm planhand the oth%( altgrnatgledpractlcal pIar|1(s, and

presented in the following sections. However, for a detaile  UPdates the corresponding intended means stack.

description of the structure of PRACTIONIST agents, the It should be noted that every intended means stack can

reader should refer to [10]. contain several intended means, each able to handle a given
The BDI model refers to beliefs instead of knowledge, d&/€nt, possibly through several alternative means.

beliefs are not necessarily true, whileowledgausually refers ~ Moreover all intended means stacks are concurrently exe-

to something that is true [12]. According to this, an agenym&Uted, in order to provide the agents with the capability of

believe true something that is false from the other agents’ Berforming several activities (perhaps referring to edaor

the designer’s point of view, but the idea is just to provide t Non-related objectives) in parallel. _ _

agents with a subjective window over the world. The interaction among intended means belonging to differ-
Therefore each PRACTIONIST agent is endowed with gnt stacks can occur at a goal level, since each plan coutd wai

prolog belief base, where beliefs are asserted, removed, @ the success/failure of some goal that the agent is pugsui

entailed through inference on the basis of KD45 modal logiBrough another intended means.

rules [12] and user-defined formulas. Currently the PRAC- 1. GoAL MODEL

;gg?;:&a‘;}:}?ﬁ; %;Spggzvtgjofgﬂo%g?%?ges’ .e. SWI- In the PRACTIONIST framework, a goal is an objective

. to pursue and we use it as a mean to transform desires into
In the PRACTIONIST framework plans represent an 'MPOYptentions through the satisfaction of some propertiesther

tant container in which developers define the actual bemv'?/vords our agents are programmed in terms of goals, which
of Egerr:ts. declared ¢ ol e then will be related to either desires or intentions acaaydi
_=ac agent may own a declare set of plans @ II? whether some specific conditions are satisfied or not.
library), each specifying the course of acts the agent wi Formally, a PRACTIONISTgoal g is defined as follows:

ihttp://www.fipg.org g= {0y, ) (1)
http://www.swi-prolog.org
Shttp://tuprolog.alice.unibo.it where:



PRACTIONIST Agent
perception Perceptors ll' Belief Base
_ 2“ )') Actions ig
-] - w{Event selection Planning i
evenis
Event Queue
Build ' | Plan
intended means wvable plans | Library
i intended
intended me_ana:: T;ftli-lna
el BNk ;7 ideriion "
Lo " stack) L commitment |/
T | Execute intended means
E ‘_;’ : Intended means ; :
[ -+- stacks : : -
) ' L...m Effectors |
Reasoning
goal event about goals goal act
(intention) (desire)
Fig. 1. PRACTIONIST Agent Architecture
« 04 is thesuccess conditioof the goalg; Now, given a se of goals and based on the above definitions,

» m, is the possibility conditionof the goal g stating itis also possible to define some relations between thods.goa

whetherg can be achieved or not.

Since we consider such elements as local properties ofDefinition 5 The inconsistency’ C G x G is a binary
goals, in the PRACTIONIST framework we defined them agymmetric relation on G, defining goals that are inconststen
operations that have to be implemented for each kind of goaith each other. Formally,

(figure 3).

In _o.rder to describe the gpal model, we first provide some I'={(gig;) i»j=1,...,IG| : gilg;}. )
definitions about the properties of goals.

When two goals are inconsistent with each other, it might

Definition 1 A goal g; is inconsistentwith a goal g» pe useful to specify that one is preferred to the other. We
(91-Lg2) if and only if wheng, succeeds, thep, falils. denote thay; is preferred tag; with g; >~ g;.

Definition 2 A goal g, entailsa goalg, or equivalentlyg, Definition 6 The relation of preferencE’ C I defines the

is entailed byg; (g1 — g¢2) if and only if wheng; succeeds, pair of goals(g;, g;) whereg; Lg; andg; > g;. Formally,
then alsog, succeeds.

/ e . . . . .
Definition 3 A goal g; is precondition of a goal g, I'"'={(gi,9;) €T :9i = g;}- (3)
(g1 — go) If and only if go must succeed in order to be

possible to pursug;. Therefore if there is no preference between two incondisten

goals, the corresponding pair does not belong to thd set

Definition 4 A goal g; dependson a goalgs (91 — g¢2)
if and only if g5 is precondition ofg; and g; must be
succeessful while pursuing.

Definition 7 The entailmenE C G x G is a binary relation
on G, defining which goals entail other goals. Formally,

Therefore the dependence is a stronger form of precondition =={0995) 4,7=1,..,IG| + g —g;}. (4)



Definition 8 The precondition sell C G x G is a binary If both conditions hold the desire to pursuye will be
relation on G, defining which goals are precondition of othgaromoted to arintention Otherwise, in case of inconsistency

goals. Formally, amongg and some active goals, the desire to purgueill
become an intention only i is preferred to such inconsistent
II={(g9:,9;) 4,7=1,....,1G| : gi—g;}. (5) goals, which will in turn be dropped.

L _ ) . In any case, if the desire to pursyeis promoted to an
Definition 9 The dependenca ¢ G'xG'is abinary relation jiantion pefore starting the means-ends reasoning, the agent
on G, defining which goals depend on other goals. Formallx, checks if it believes that the goglsucceedsr whether the
o goal g is entailed (see definition 2) by some of the current
A={(9i95) 4:3=1,,|G| : g: = gj} - (6) active goals. In case of both above conditions do not hold,

Finally, on the basis of the above properties and relatioH¥ agent will perform the means-ends reasoning, by either
we can now define the structure of tgeal modelof PRAC- Selecting a plan from a fixed plan library or dynamically

TIONIST agents as follows generating a plan and finally executing it (details on this
means-ends reasoning can be found in [10]).
GM = (G, T, T, 5, 10, A) @) Indeed, if the goadx succeeds or is entailed by some current
active goals (i.e. some other means is working to achieve a
where: goal that entails the goaj), there is no reason to pursue it.
o G is the set of goals the agent could pursue; Therefore, the agent does not need to make any means-ends
o ' is theinconsistencyelation among goals; reasoning to figure out how to pursue the ggal
« I is the preferencerelation among inconsistent goals;  Otherwise, before starting the means-ends reasoning, if
o = is theentailmentrelation among goals; some declared goals are precondition forthe agent will
« II is the preconditionrelation among goals; first desire to pursue such goals and then the goal
« A is thedependenceelation among goals. In the PRACTIONIST framework, as a default, an agent

will continue to maintain an intention until it believes tha
IV. 'REASONING ABOUT GOALS either such an intention has been achieved or it is no longer

In this section we show how the goal elements previoushossible to achieve the intention. This commitment stryateg
defined are used by PRACTIONIST agents when reasoniimgention is callecsingle-minded commitmefit3]. In order to
about goals during their deliberation process and the mearealize such a behaviour, the agent continuously checks if i
ends reasoning. We also highlight the actual relations &etw believes that the goaj has just succeeded and that the goal
them and mental attitudes, i.e. desires and intentions. g is still possible.

As already mentioned, since PRACTIONIST agents are Moreover the agent checks if some dependee goal does
compliant to the BDI model, goals and their properties wergt succeed. If so, it will desire to pursue such a goal and
defined according to what agents believe. Thus, as an inforrnttéen continue pursuing the gogal When all dependee goals
example, an agent will believe that a goal has succeeded igifcceed, the agent resumes the execution of the plan.
believes that its success condition is true. The same holds f In order to be able to recover froplan failuresand try
the other properties. other means to achieve an intention, if the selected plds fai

It is important to note that in our view desires and intergioror is no longer appropriate to achieve the intention, then th
are mental attitudes towards goals, which are in turn censigent selects one of applicakéddternative planswithin the
ered as descriptions of objectives. Thus, referring to 4, @a same intended means and executes it.
agent can just relate it to @esirg which it is not committed  If none of the alternative plans was able to successfully
to because of several possible reasons (e.g. it believés fhasue the goaj, the agent take into consideration the goals
the goal is not possible). On the other hand, a goal can fhatentail g. Thus the agent selects one of them and considers
related to arintention that is the agent is actually and activelyit as an option, processing it in the way described in this
committed to pursue it. section, from deliberation to means-ends reasoning.

Let GM = (G, I, I, £, II, A) be agoal modelof a If there is no plan to pursue alternative goals, the achieve-
PRACTIONIST agentx and, at a given timez’ C G be the ment of the intention has failed, as the agent has not othgs wa
set of its active goals, which are those goals that the agento pursue its intention. Thus, according to agents belibfs,
already committed to. goal waspossible but the agent was no able to pursue it (i.e.

Suppose thad starts its deliberation process and generatésere are no plans).
the goalg as an option. Therefore the agent would like to
commit to ¢, that is itsdesireis to bring about the goaj. V. THE SUPPORT FOR THEGOAL MODEL IN THE
However, since an agent will not be able to achieve all its PRACTIONIST FRAMEWORK
desires, it performs the following process in the contexitof  In order to provide the PRACTIONIST framework with the
deliberation phase (figure 2): the agent checks if it beeveupport for the definition/handling of agent goal models and
that the goal is possibleand notinconsisten{see definition the capabilities for reasoning about goals, we identified an
1) with active goals (belonging t6”). fulfilled the following requirements:



deliberation process

ctheck ifthe goal check ifthe goal is inconsistent
is possible with some active goal

check ifthe goal is entailed
by some active goal

check ifthe goal
succeeds

< >

[goal inconsistentaMD not preferred |

[aoal sficceeds ]

isynchronize with: :
the entailing goal > ) )
[goal is not entailed

by some active goal]
check about goal
[goal succeeds ] preconditions
\ means-ends
reasoning

Fig. 2. Reasoning about goals: the deliberation phase.

exception: the goal

[aoal not applicable ]
\ cannot be pursued

« registration of the goals that each agent could try 8RACTIONIST agent owns arActi veGoal sHandl er

pursue during his life cycle; component, which, with the aid of th@oal Mbdel , has the
« registration of the relations among such goals; responsibility of keeping track of all executing intendedans
« checking whether two goals are inconsistent and whigtacks with the corresponding waiting and executing gaads a
the preferred one is (if any); managing requests made by the agent.
« getting the list of goals that entail a given goal; Thus, at any given time, thact i veGoal sHandl er is
« getting the list of goals that are precondition of a giveaware of current desires and intentions of the agent, iagrr
goal; them to active goals.
o getting the list of goals which a given goal depends on.
A proper ad-hoc search algorithm explores the goal model VI. AN EXAMPLE
and answers the queries, on the basis of both declared and ) _ )
implicit relations. Indeed, implicit relations (espetjaincon- In this section we present the Tileworld example to illura

sistence and entailment) can be inferred from the semanft@V t0 use the goal model presented in this paper and the
of some built-in goals, such as state goals (edhieve(y), support provided by the PRACTIONIST framework.
cease(p), maintain(y), andavoid(y), wherey is a closed The Tileworld example was initially introduced in [14] as
formula of FOL). Therefore, the goal reasoner takes infdSystem with a highly parameterized environment that could
account implicit relations such ashicve(p) Lachieve(—y), D€ used to investigate the reasoning in agents. The original
achieve(p) Leease(p), maintain(p) Lavoid(p), and so Tileworld consists of a grid of cells on which tiles, obstx|
forth. and holes (of different size and point value) can exist. Each
Figure 3 shows the actual structure of tBeal Mbdel — agent can move up, down left or right within the grid to pick
that each agent ownsPRACTI ONI STAgent is the ab- UP and move tiles in order to fill the holes. Each hole has an
stract class that has to be extended when develop@gpociated score, which is awarded to the agent that has fille
PRACTIONIST agents). Such a model stores informdbe hole. The main goal of the agent is to score as many points
tion about declared goals (with their internal propertieds possible.
i.e. success and possibility condition) and the four typesTileworld simulations are dynamic and the environment
of relations these goals are involved in. Specifically thehanges continually over time. Since this environment is
interface Goal Rel ation provides the super interfacehighly parameterized, the experimenter can alter varigs a
for all goal relations supported by the PRACTIONISTPECts of it through a set of available "knobs”, such as the
framework (i.e.Ent ai | ment Rel , | nconsi st encyRel , rate at which new holes appeadyfamisr), the rate at
DependencyRel , and Precondi ti onRel ) and defines which obstacles appeahdstility), difference in hole scores
the operatiorver i f yRel , whose purpose is to check eaci{variability of utility), and so forth.
specific relation. Such applications, with a potentially high degree of dy-
In order to exploit the features provided by the goal modelmism, can benefit from the adoption of a goal-oriented
and understand if a given goal the agent desires to pursuelésign approach, where the abstraction of goal is used to
inconsistent with or implied by some active goals, the agedieclaratively represent agents’ objectives and statedfaifsa
must have information about such active goals and whetibat can be dynamically achieved through some means.
them are related to either desires or intentions. Thereéaeh Figure 4 shows the Tileworld environment, where new



< <interfaces>
GoalsRelation

+vetifiesRel(goall: Goal, goal2: Goal): Goal
PRACTIONISTAgent f’ K

< <interface:> > < <interface=>» < <interface>>» < <interface>>»
DependencyRel | |EntailmentRel | |PreconditionRel | |InconsistencyRel

goalModel
1 goalHandler \ / /
0.1 o.* o.* o.* o.*
ActiveGoalsHandler faoahadel e
+addDesira(goal: Goal): boolean . 1
+addIntention{goal: Goal): boolean a. = +add(goal: Goal): bqolean
+addIntendediMeansStack (ims: Object, im: Object, goal: Object) [ Desire <<interfaces> | g » +add(rel: GoalsRelation): boolean
i R : Obj . " talternativeGoalsigoal: Goal): vector
ﬂsImpI\ec_i(goaI. Goal, is: Object): Goal I Goal - +Qe ‘ !
+isInconsistent{goal: Goal): boolean 0. +ge§genen%ig6%als(lgtoal‘ ?Dcfial)l\)ve\}:m{
ims: Ohject, im: Chi B - +getPreconditionGoalsigoal: Goal): vector
:Esgrg?r:tegggedgl?::;gann;:Oc?é?;&"-inrﬁ:ogtjj?;g, goal: Ohject) Intention | ——""--appiicabie(] +glnc0nsistent(goa\: Go?al, activeGoal: Goal): Goal
+solvelnconsistentGoaligoal; Goal): boclean +suicceed() +islimpliedByigoall: Goal, activeGoalsList: Yector); Goal

Fig. 3. The structure of the support for the goal model in tRAGTIONIST framework.
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Fig. 4. The Tileworld environment.

agents can be added or removed and the corresponding Ip#- it can ask such an information (e.g. what the current
rameters can be dynamically changed. state of a cell is) by means of sensing actions, in order to

the Tileworld Player Agent (TWPA): the former is the agerk€-g-, Static, dynamic, very dynamic, etc.) at least aegpais
that manages and controls the environment, by creating d@vided. All the strategies are implemented through plaas
destroying tiles, holes and obstacles, according to thanper share the same goal and differ for their operative condition
ters set by the user; the latter is the agent moving within tiee- the context).

grid and whose primary goal is to maximize its score by filling It should be noted that, since PRACTIONIST agents are
holes with tiles. A player agent does not get any notificaticendowed with the ability of dynamically building plans silag
about the environment changes (i.e. by the management)agdndm a given goal and a set of available actions, some siesteg



could be generated on-the-fly by taking into account emgrgipubl i ¢ cl ass Pre_Hol dTil e_Fi ndTil e
situations. i npl enents PreconditionRel

The player agent has beliefs about the objects that érq)um ic Goal verifyRel (Goal goall, Goal goal2)
placed into the grid, its position, its score, the state & th {
environment. etc if((goall instanceof HoldTile) &&

' ) . . (goal 2 instanceof FindTile))

The TWPA top level goal is to score as many points as return new FindTil e
possible, but to do this, it has to register itself with the
manager, look for the holes and for the tiles, hold a tile, and}
fill a hole. o

We designed the TWPA by adopting the goal-oriented

approach described in this paper and directly implementedyhen the player agent desires to pursue a goal, it checks
its goal-related entities (i.e. goals and relations) thenkhe it s goal is involved in some relations and in that case
support provided by the PRACTIONIST framework. In figuré reasons about them during the deliberation, means-ends,
> a fragment of the goal model of the TWPA is shown as &, intention reconsideration processes. Thus, develapey
UML class diagram with dependencies stereopytped with thgeq (o specify goals and relations among them at the design
name of the goal relations. Actually some relations onI)dhohme.

undgr certain condition and the diagram does not show sucr]o\S an example, when the TWPA desires to fill a hole (i.e.
details. _ _ Fi | | Hol e), according to the defined goal model and the
According to the diagram, the TWPA has 10 b&emantics described in section 2, the agent automatically w
registered  with the TWMA before increasing itsgheck if it just holds a tile (i.eHol dTi | e); if not, such a
score (the goalScorePoints depends onthe goal goga| will be desired. On the other hand, the agent will check
Regi st er Wt hManager ). Moreover, in order t0 Score it it has found a hole (i.eFi ndHol ) and again, if not, it
points, the TWPA has to fill as many holes as possible (thg| desire that.
goal Fi | I.HoI e entails the goal Scor ePoi nt :_5). But, ?n Moreover, when pursuing the goBi | | Hol e, the agent
order to fill a hole, the TWPA has to hold a tile and find & continuously check the success of all its dependeegjoal
hole (the goalFi | | Hol e depends orthe goalHol dTil e (i e Hol dTi | €) andmaintainthem in case of failure.

return null;

and requires the goaﬁ I I_HoI e as preconditioo; fin_aIIy, It should be noted that the plan to pursue the goal
the TWPA has to find the tile to hold it (the goebl dTi | €  Fj || Hol e does not need to include the statements to desire
has the goaki ndTi | e as a precondition). either the dependee (i.¢dol dTi | e) or precondition (i.e.

According to the above-mentioned description, the followsj ndHol e) goals, as shown in the following code fragment.
ing source code from the TWPAgent class shows how goalusbI {c class FillHol ePlan extends Goal Pl an
and relations among them are added to the agent and tﬁus

how to create the goal model through the PRACTIONIST public void body() throws PlanExecutionException

framework: {

String posPred = "pos(obj1l: X obj2: Y)";
protected void initialize() AbsPredicate pos = _ _
{ get Bel i ef Base().retri eveAbsPredi cat e(

o AbsPr edi cat eFact ory. creat e(posPred));
Goal Mbdel gm = get Goal Model () ;

int xPos = pos.getlnteger("obj1");
/'l Coal declaration int yPos = pos.getlnteger("obj2");
gm add( new Regi st er Wt hManager());
gm add( new Scor ePoi nts()); doAct i on(new Rel easeTi | eActi on(xPos, yPos,
gm add( new Hol dTile()); twaSer ver . get Hol eVal ue(xPos, yPos)));
gm add(new FindTile());
gm add(new Fi |l | Hol e(get Bel i ef Base())); }
gm add(new Fi ndHol e()); )
/1 relations anmon oal s . . N
gm add(new Ent_ScorePoi nts_FillHole()); goal model is particularly adequate to model dynamic envi-

gm add(new Dep_Fill Hol e_Hol dTile());
gm add(new Pre_Hol dTile_FindTile());
gm add(new Pre_Fi |l Hol e_Fi ndHol e());

ronments in a very declarative manner.

VII. CONCLUSIONS AND FUTURE WORK

In the PRACTIONIST framework, desires and intentions are
mental attitudes towards goals, which are in turn consitlere
In order to better understand how the above-mentionad descriptions of objectives.
relations are implemented, the following source code showsin this paper we described how a declarative representation
the precondition relation among the godsl dTi | e and of goals can support the definition of desires and intentions
Fi ndTi | e: PRACTIONIST agents. It also supports the detection and the
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resolution of conflicts among agents’ objectives and awivi

This results in a reduction of the gap between BDI theorie[s6] y

and several available implementations.

We also described how goals and relations are used hy A. S. Rao,

(5]

PRACTIONIST agents during their deliberation process and
the execution of their activities; particularly it is deibed how

agents manages these activities by using the support for the

goal model shown in the previous sections.

It should be noted that, unlike several BDI and non-BDI

(8]

agent platforms, the PRACTIONIST framework supports the

declarative definition of goals and the relations among tremm (9]
described in this paper. Thus, they can be adopted thoraghou
the whole development process, from requirements analysis

and the implementation phase.

[10]

As a part of our future strategy, we aims at extending the
proposed model with further properties of goals and retatio
among them. Finally, we aim at applying the concepts artl]
the model described in this paper in the development of
real-world applications based on BDI agents.
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