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(Llr Lzr L LY Ln)

If the time series has been recorded when |
the system is on the attractor
we correctly estimate only

(L, L, ..., Ly") exponents

«Recall 7
. + +tti+ )

d
L.

*(KY conjecture)
|

«We will first assume that the system is known




State Reconstruction
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Takens(1981): W i m, ‘t . {t)

X(t) is "equivalent” to (y(t), y(t-1), ..., y(t=(n-1)z \

<+« 1 samples —
r TN

N
x(t) can be computed from the n samples.

\For the case of linear systems This is know since
1960. (Kalman) .

Moreover in the linear case x(t) can be easily
computed from n successive samples of the output
sequence (They are equivalent to the . I

- components of the state vector).




Embeddinc

reconstruction In a space with dimension n)

The technique of representing a
measured time series as a sequence
of points in a n-dimensional space is
called time-lag embedding

Takens embedding theorem (1981)
says that:
the reconstructed dynamics are
geometrically similar to the original for

both confinuous-time and discrete-time
systems.

= (y(t), y(t-1), ..., y(t-(n-1)z

The sequence of points created by
embedding a time series is the
trajectory. nis called embedding
dimension and 1 is the embedding lag




= Reconstructed
attractor has the
same dimension and
the same Lyapunov
exponents than the
‘f:. true attractor.

» They are invariant
Ya parameters

It is important to properly select <

Theoretically, all T intervals are
acceptable.

In practice, only a quite restricted
‘[ range of < values allow to correctly
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3 examples of the reconstruction of the Lorenz
attractor from its variable z

( =8, 51, 915)



Reconstruction dimension m

Assume the system is 3-dimensional and that the
attractor is a cycle (n=3, d=1)

4 If we are on
M the attractor
| | the time series is
c periodic

C

o O
Cje,

. Case A: reconstruction is made with
m=3 delayed values of the output.

= Case B e C with m=2 delayed
values of the output.




Reconstruction dimension m
{confinue) z

Q A
Re Y,

we use m=3 delayed samples, w iII
reconstruct the cycle A in a three-dimensignal
space.

If we use m=2 delayed samples, we will
reconstruct the cycle B or C in a two-dimensional
space. |

In case C there are critical points P : the
pointson the cycle C near to point P 100k dlose
one to each other but they can be far in the true
state space.

They are Falsé Nearest Neighbors
Any algorithm will give d=1 in all cases.

Only the first exponent (L,=0) can be computed
from these data. The exponent is correctly
calculated in case A (m=3) and in case B (m=2)




Exte-n:si?o-n-

Cycle Torus Strange Attractor

(d=1) - (d=2) (d>2)
for estimating the wm=2  m=3 =[d+1T°
imension d -
Henston Mané Takens

for estimating the  2<m<3 3<m<5 [d+1]'sm< [2d+1]'
first d’ Lyapunov
eXponenis

Obviously, we must also have Il < Ik

MT. uleanvold
—— _T—.
md i o

[a+s]t [Rasa]’

« With m= md

¢ we will estlmate the dlmen3|0n and, in
lucky cases, even the d* Lyapunov
Exponents |



Example

+ n=7 (n>10 because the system is very
complex}

¢ d=4.1 % Cansa])" [a.z-u-ij*

6 40

< In the most lucky case the Lyapunov
exponents L, L,, ..., L,can be
computed with m=6 delayed samples
|« Lorenz System |
| +
i en=3,d=2,0... ™ol = ]'_'z.o....q-d.] » 4
— *
mo=[4.+4] =6
¢ But m must be smaller than or equal to |

n ey

em=3isgoodinthiscase |



¢ B Iarwthera“z UnkanL




